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Frontier at a Glance
Å Achieved 1.102 EF on HPL: First to Exascale!

Initial Performance Results
Å HPL-AI/HPL-MxPexceeded 7.942 EF reduced-precision
Å SNAPSHOT: first exaflop graph AI application
Å ACM Gordon Bell Prize at SC22: WarpX
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Frontier Node at a Glance
Å1x Optimized 3rdGen AMD EPYCϰ/t¦ όсп ŎƻǊŜύ 
Å4x AMD InstinctϰaLнрл· ŀŎŎŜƭŜǊŀǘƻǊǎ
ÅDirect Attached to the NIC

ÅCoherent connectivity
ÅVia AMD Infinity FabricϰƛƴǘŜǊŎƻƴƴŜŎǘ
Å¢ƛƎƘǘƭȅ ƛƴǘŜƎǊŀǘŜŘ
Å¦ƴƛŦƛŜŘ ƳŜƳƻǊȅ ǎǇŀŎŜ

<1% of the FLOPs on Frontier are from the CPUs!

EPYCϰCPU 4x MI250X GPUs Ratio

Memory 
Bandwidth

200 GB/s 4 x 3.2 TB/s = 12.8 TB/s 64x

Compute 
Bandwidth

2 TFLOPs 4 x 53 TFLOPs = 212 TFLOPs106x
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